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Abstract
Artificial intelligence is becoming a common element of our times. It is becoming more and more pervading into every 
element of our lives. Mass applications of artificial intelligence started when it began to be used in video games, but 
now it is available to everyone and can help with many tasks that, up to a few years ago, could be done only by humans. 
Discussions about artificial intelligence began very early before it existed. Most of the science-fiction literature tried to 
imagine many forms of AI and the consequences, both good and evil, of its use. But now artificial intelligence is a real, 
concrete thing and its mass usage must be subordinated to a risk evaluation and mitigation process to make it safe. In this 
paper, an introduction to this risk assessment will be made and the main guidelines for it will be defined. These guidelines 
could be used by researchers, designers, developers and even users to validate an AI-based application before delivering 
it to people. The paper considers the basic concepts of risk and tailors them to provide effective support in developing risk 
analysis for the specific area of artificial intelligence. Then a set of typical risks are defined and methods to detect and 
minimize them are provided. In conclusion, a call for stricter regulation of AI and high-performance processing is issued. 
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Introduction
Artificial intelligence technology is today a reality. It has moved 
out from sci-fi novels to enter people’s daily lives. As with any 
mass product, AI must satisfy requirements about its risks for us-
ers. And these requirements require that people will be exposed to 
no serious risk. No well-defined standard exists today to provide a 
risk assessment for AI, but it is the first step for risk management. 
Although no standard exists, common tools to manage it are 
known and this will be described later. The traditional approach 
to risk and impact assessment follows a six-step process that can 
be described as identifying risks, prioritizing them, defining miti-
gation strategy, defining a monitoring plan, testing and reassess-
ing risks and, finally, clearly communicating risk and mitigation 
procedures. Based on this six-step process, it is necessary to ana-
lyze how artificial intelligence can become a risk. For each risk, 
the risk assessment procedure must be applied, and a risk quanti-
fication carried out. The heart of the process is thus precisely the 
identification of how an artificial intelligence can become a risk.

Research question
The questions to be answered in this article are:
- what are, in a general sense, the areas of risk that can be gen
  erated by an artificial intelligence system in the current state 
  of the art?
- how should this risk be assessed?
- who is responsible for assessing this risk?
- are there guidelines for legislators to define risk mitigation
  policies at the regulatory level?

Methodology
The methodology followed in this article begins with a review 
of the scientific literature relating to the risks of artificial intel-
ligence and then moves on to define the typical risk areas of ar-
tificial intelligence in the current state of technology. This will 
be followed by a presentation of the main risk assessment meth-
odologies and then one will be applied as an example. Based on 
the process described above, the allocation of responsibilities 
to the different actors in the entire life cycle of artificial intel-
ligence will then be analyzed, and based on this, guidelines will 
also be produced for the various actors and, in particular, for 
legislators.

Literature review
Since the publication in 1921 of “R.U.R.” (also known as “Ros-
sum’s Universal Robots”) the Czech novel that gave the origin 
to the term “robot” from the Czech word “robota”, meaning 
“hard work”, a long time has passed. Yet today, Karel Capek’s 
words, the author of “R.U.R.”, are echoing and seeming very 
actual “The product of the human brain has escaped the con-
trol of human hands” (Capek, 1920). Science fiction has deeply 
investigated the theme of AI and, passing through the famous 
“Colossus”, the main character of the homonymous novel writ-
ten by D. F. Jones in 1966 where it is stated the incredibly fast 
growth of its AI “Listen to me: outside, in the vast world be-
hind those doors, there are two machines. Less than twenty-

four hours ago, they were busy proving to each other that two 
and two make four. Now they have reached the point where 
we hope to be in a hundred years. They think better and faster 
than we do, and I think we can only keep them under control 
in a very precarious way... but I have no desire to try to prove 
that...” (Jones, 2020). Isaac Asimov approached it in a very 
engineered way, in the 40s, by defining the legendary “Three 
Laws of Robotics” that have been the basis of many of his writ-
ings. Many of these trials to forecast the future of AI through 
novels have concluded that they will destroy us. “Terminator” 
with its SkyNet is only one of a plethora of examples. But now 
we are starting to have, in our reality, not in novels, Ais that are 
enough powerful to become a danger. So, now, it is time to ap-
ply a true risk management approach that should not be limited 
to the engineering aspect only, but also has to explore other con-
texts like social, political, emotional, psychological and more. 
Some scholars (Khalif Ali et al., 2023) have tried to provide 
a literature review about frameworks for AI risk management, 
balancing trust, risk and security. They evidenced risks tied to 
bias and discrimination, privacy invasion, society manipulation, 
deepfakes, lethal autonomous weapon systems (LAWS), mali-
cious use of AI, and insufficient security measures. All these 
risks have been grouped into three classes AI trust manage-
ment, risk management and security management but, anyway, 
they are all risks to be mitigated despite their names. For each 
type of risk, (Khalif Ali., 2023) have also defined the possible 
types of damages. Then they defined a framework for such risk 
mitigation. According to their analysis, it is possible to apply a 
risk assessment and mitigation procedure to assess any of these 
risks and then find a set of countermeasures. Other scholars 
(Matloob et al., 2021) have developed a similar approach to 
specific cases, like in the cited paper, the application of AI to 
coal mining. Or in the financial risk management (Sheth, 2023). 
In the last two cited works, the application to a specific context 
has introduced a deeper detail but lost, in the perspective of this 
paper, the general view and the abstraction process needed to 
perceive the big picture behind AI risk management. But even 
starting from this research, it is possible to define a general set 
of AI-related risks.

Risk areas for AI
Analysing the various types of danger that artificial intelligence 
can pose, both in general research work and in specific ones ap-
plied to well-defined cases, it emerges that risks can be grouped 
into four well-defined general areas. (I. A. E. M. E., 2023, 
Weerts et al., 2023, GWAI-90,1990, Ghoz et al., 2023)
The first area is that of artificial intelligence which can pro-
duce specific damage such as emotional, physical or psycho-
logical. Other areas are those related to information generated 
by AI and violation of human rights impacts in the social or 
socio-political context. Damage in this first area is essentially 
physiological as it corresponds to risks arising from the use of 
artificial intelligence in general. An example of this first area 
could be the social isolation resulting from the humanisation of 
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the artificial intelligence system with which one moves to have 
a relationship that is no longer a human-machine but human-
human, the relationship that generally becomes morbid or toxic.
A second area of risk is related to specifics and technologies 
that may bring with them risks that are not present in other tech-
nologies. In this second area, we find, for example, the risks 
connected with deepfake technologies, which allow the percep-
tion of reality to be altered through the creation of images, films 
or audio recordings that are extremely realistic but completely 
false, and which can mislead their users by providing them with 
misleading information. Another very important area of risk 
is the one related to the use scenarios of artificial intelligence 
systems. In this case, there are all the more engineering-type 
problems involving malfunctions, misuse and variations in the 
operating environment. This area of risk is very similar to that 
of any other device created by human ingenuity, and there-
fore risk assessment structures typical of systems engineering 
processes already exist for it. Analysis methodologies such as 
FMEA (Failure Mode Effect Analysis) (Schoitsch, 2014, Freg-
nani, 2022) or FMECA (Failure Mode Effect and Criticality 
Analysis) can be directly applied to specific cases, with the im-
portant point not to forget that, since artificial intelligence nor-
mally reacts actively and proactively to the context in which it 
is used, this context must be considered among the factors that 
can cause the failure modes of the aforementioned analyses.
An example could be that of an autonomous driving system of 
a vehicle that, in the face of a sensor failure, no longer has a 
correct perception of space and therefore becomes dangerous. 
As already mentioned, this type of problem is already widely 
considered in current engineering processes. The impact of 
context on the operation of artificial intelligence, on the other 
hand, is something in the making, as failure modes resulting 
from changes in context are not yet part of the average engi-
neer's experience. A very interesting example can be that of 
the always self-driving systems that perceive the presence of 
vehicles as they detect images posted along the road or on sur-
rounding vehicles, images that represent vehicles, or they in-
correctly calculate the speed of movement and thus incorrectly 
classify people as vehicles or vice versa. The latter case is one 
of the possible cyber attacks that can be perpetrated against a 
self-driving vehicle. 
Another type of risk is associated with specific application do-
mains in which artificial intelligence can be used. In this risk 
category, the dangerousness of artificial intelligence is consid-
ered to depend on the domain to which it is applied. For ex-
ample, an object classification applied to a home alarm system 
has a completely different dangerousness than an application 
in the automotive or aeronautical fields. The same can be said 
for classification systems applied in the financial domain rather 
than in the occupational safety domain.  In conclusion, we can 
classify these risks into four categories such as risks associated 
with typical AI hazards, risks associated with the particular 
technology, risks associated with operational scenarios, and 
risks associated with the specific application domain of artifi-
cial intelligence.

Risk assessment and mitigation methods
Genuine standards for risk assessment in connection with the 
use of artificial intelligence are still being developed. To date, 
numerous attempts have been made, both in the academic 
sphere and in the national or supranational legislative sphere, to 
define specific risk methodologies to be able to certify the non-
hazardousness of specific artificial intelligence systems. The 
first consideration is that these risk analysis models should be 
able to anticipate dangers before they materialise, i.e. be based 
on a preventive rather than a corrective approach through, for 
example, monitoring mechanisms or, even less preferably, 
through protection systems capable of intervening to reduce 
the damage when it occurs. As happens in any risk manage-
ment system, we, therefore, have three possible approaches: the 
preventive approach based on the prediction of the risk and its 
elimination through prevention, the predictive approach based 
on the monitoring of symptoms that make it possible to predict 
the occurrence of the damage and act in time when it is not yet 
there or is at a tolerable level, and finally, the protective ap-
proach that implements protection mechanisms, active or pas-
sive, capable of protecting the object of the damage, whether 
human, economic, social or other, from the damage itself, either 
by avoiding any impact or by greatly reducing its effect. These 
three approaches, as already mentioned, are characteristic of all 
risk management methodologies and must apply to the entire 
life cycle of artificial intelligence, from its conception to its de-
commissioning.
In some states, directives or laws have been issued that at-
tempt to standardise risk assessment and management methods 
in both the artificial intelligence and data governance sectors. 
One example of such a model is the European Commission's 
2021 model (EU Commission, 2021), another is the so-called 
General Data Protection Regulation or GDPR of 2016. The first 
aims to reduce the dangerousness of the application of artifi-
cial intelligence by placing constraints on risk assessment. The 
second is only concerned with prohibiting the application of 
automatic decision-making or automatic profiling systems if 
these impact the rights and freedoms of individuals (Art. 22) 
and subject to certain special cases. Wanting to develop guide-
lines for the analysis of risks arising from the application of 
artificial intelligence, given the lack of standard frameworks 
both at the national and supranational level, it might be con-
venient to follow a strategy based on the analogy with the cur-
rent systems of risk assessment and management derived from 
the electromechanical engineering sector and the cyber security 
sector. Wanting to derive a typical outline of a risk assessment 
process and its management for its mitigation, one may con-
sider, analysing specific techniques such as the aforementioned 
FMEA/FMECA or information security frameworks, that six 
basic steps are necessary for this outcome. The first step is risk 
identification, which typically consists of drawing up a list of 
risks that the system presents. In the traditional engineering ap-
proach, these risks are seen as the loss of system functionality 
(failure modes), whereas in the information security approach, 
these risks are seen as the loss of one or more of the security 



requirements for an information asset by a threat, i.e. an exter-
nal internal agent, either intentional or unintentional, that may 
compromise, for example, its confidentiality or availability or 
integrity. In both approaches, assets are defined as those ele-
ments that one wishes to protect, be they system functionality 
or data, and for each one, one sees how they may be compro-
mised. This potential “compromised state” is precisely the risk 
that one wishes to identify.
The second step consists of defining a priority ranking among 
the identified risks to deal first with the highest ones and then 
gradually move down to the less important ones. There are vari-
ous methods of prioritisation, the two most common being one 
based on the product of the probability of occurrence and the 
severity of the occurrence of the risk, and the other on the fur-
ther multiplication by the so-called detectability, i.e. the ability 
to detect a premonitory symptom of the occurrence of the risk.
The first approach emphasises only the preventive mode as a 
mode of risk management, while the second approach implicit-
ly admits the possibility of predictive risk management as well. 
Both situations also allow the protective approach to be used, 
but this should be considered as a last resort. In the approach 
based on the product of probability and severity, one obtains an 
indicator called magnitude, which is used to prioritise the risk 
because the higher the magnitude, the more the risk is priori-
tised. In the other approach, the one also based on the possibil-
ity of detecting premonitory symptoms, an additional indicator 
will be produced, usually referred to as RPN or Risk Priority 
Number. Regardless of which approach you have chosen, once 
the prioritisation indicator has been calculated, you can pro-
ceed to sort the list of risks according to priority. At this point, 
you can begin the third step, which concerns the design of risk 
mitigation. In this activity, starting with the most prioritised 
risks, mitigation strategies are defined, which could be those 
already mentioned of prevention, prediction and protection. In 
some cases, a fourth modality is also considered, which consists 
in transferring the risk, either by taking out insurance to cover 
the economic aspect of the damage that may be generated by 
the occurrence of a risk. For each of these mitigation options, 
a cost-benefit analysis will have to be carried out, and at the 
end of the day, based on this analysis, one or more mitigation 
strategies will be defined for each risk, which will then have to 
be implemented.
The next step is the implementation of the mitigation strategies. 
At this stage, all mitigation strategies that need to be practi-
cally deployed in the field through design changes, through the 
acquisition of additional devices, or through training are imple-
mented and their outcome validated. For all aspects of design 
modifications or the acquisition of additional devices, it may 
be that the risk assessment must be repeated or that specific 
worst-case tests have to be carried out to highlight unacceptable 
residual risks or new risks introduced by the devices that should 
mitigate the risk. The next step is the monitoring of the risks, 
and this monitoring can be carried out in two ways. The first 
method is to repeat the risk assessment periodically. Periodi-
cally may be on a time basis, i.e. setting a certain time interval 

(such as six months), and then repeating it, or it may be based 
on the occurrence of events. These events may be of an organ-
isational or other nature, or they may relate to the occurrence of 
failures or, finally, to evidence from indicators that form part of 
the second type of monitoring. The second type of monitoring 
consists of continuously calculating indicators that assess the 
validity of the risk analysis and its management. These indica-
tors can also be used to trigger risk review activities. The two 
monitoring methods are rather integrated. Both should be ap-
plied during the development phase of the AI as well as during 
its operational phase. The purpose of monitoring is twofold in 
that it is concerned both with highlighting the emergence of 
any risks that threaten to become real and with assessing the 
soundness of the risk analysis carried out and the resulting risk 
mitigation work.
At all stages of designing the risk management system and de-
signing the artificial intelligence, not only the various indicators 
that will be the subject of operational monitoring will have to 
be defined, but also the indicators that will be used during the 
AI development phase to assess its riskiness. Another step is 
testing and validation. In this phase, the artificial intelligence 
is subjected to a series of tests that verify its correct implemen-
tation according to the design (verification), but at the same 
time provide information on whether the artificial intelligence 
is mature for the task that will be assigned to it. Both verifica-
tion and validation activities are partly based on the traditional 
metrics of artificial intelligence (accuracy, precision, sensitiv-
ity, mean absolute error, ...) and partly on the risk indicators 
developed during the design phase of operational monitoring. 
Consequently, during the verification and validation phases, we 
will not only look at the performance of the artificial intelli-
gence in functional terms but also consider how effective the 
risk mitigation system is. For instance, malfunctions may also 
be simulated during this phase to verify how the artificial in-
telligence will behave in such cases.  Unfortunately, this type 
of test is extremely complex because most of the problems of 
artificial intelligence lie in the intelligence matrix, i.e. in that 
part where knowledge resides is the set of rules that artificial 
intelligence applies, a part that very often if not always and in 
the eyes of humans is practically an opaque black box. (Avin, 
2021) A good example of an indicator for assessing the risk of 
an artificial intelligence that is already widely used and easy 
to implement is the so-called confusion matrix. This is a table 
in which, in the case of a binary classification, for example, 
both the exact results and the false positives or negatives are 
shown. From this confusion matrix, it is possible to calculate 
the cost of error and assess the probability of a certain risk, 
understood as the probability that a certain unwanted error will 
occur. Although very simple, this indicator makes it possible 
to roughly estimate, in probabilistic terms, the risk of commit-
ting misclassifications and to associate the cost, i.e. the severity 
of the damage, with each of them. Consequently, the confu-
sion matrix is an excellent tool for calculating the magnitude of 
risk as a product of probability times severity and is therefore 
extremely practical in use and also highly automatable. The 
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same tool can also be easily extended to non-binary classifica-
tion cases. Once the confusion matrix has been calculated in 
the AI development phase, it can be periodically recalculated 
a posteriori, in the operational phase, having the exact answers 
available, it is compared with the design matrix to check for any 
significant deviations, which could indicate the emergence of a 
risk considered mitigated or acceptable. (Ramli et al., 2022) A 
final step in the risk assessment and mitigation process is com-
munication and information. In practice, this involves defining 
information, often common to relatively different systems, to 
be transferred to users, be they specialists or masses. This type 
of transparency allows both users to make safer use of the AI 
system and to highlight anomalous behaviour.

Policies and Responsibilities
Based on the risk analysis and mitigation process outlined 
above, it is possible to define responsibilities in the identifica-
tion and management of risk. As in any engineering activity, the 
first actor in a risk assessment is precisely the engineering team 
that designs and develops the artificial intelligence system and 
that, like all other engineering systems, will have to go through 
a hazard review based on risk assessment and mitigation.
Allocating the responsibility for risk management to the engi-
neering team alone is not enough because, in addition to hav-
ing to consider those who will have to use and maintain the AI 
system, it is necessary to standardise risk assessment and risk 
management procedures. Without standardisation, it becomes 
difficult to define whether an AI system is safe enough to be 
placed on the market or not, leaving the assessment to the en-
gineering element alone, an element that could be pressurised 
by the manufacturer or that could make mistakes that would 
not be detected until too late. Thanks to the use of standardised 
policies, AI products might have to undergo a risk assessment 
phase before they can be placed on the market, and thus be sub-
ject to a standardised evaluation, which can be improved over 
time based on experience, and can also improve the risk assess-
ment phase of the engineering team, by placing it in a trans-
parent scheme common to all. Standardisation would also lead 
to savings in design and development costs while increasing 
the safety of the AI system, as has been amply demonstrated in 
other cases involving engineering products.

Emerging standards for AI risk management
At present, a variety of AI-specific risk assessment methods 
exist, virtually all of them evolving rapidly and with consider-
able levels of detail. Unfortunately, none of them is a widely 
accepted standard, most of them having applicability at the 
level of a single nation. These standards are all rather immature 
although it is worth noting that the International Organisation 
for Standardisation itself has moved forward with its ISO/IEC 
23894:2023 Information Technology - Artificial Intelligence - 
Guidance on risk management (ISO/IEC 23894:2023, 2023). 
Although an important contribution to the standardisation of 
risk analysis and management practices for AI, this standard is 
still very young and is meant to be applied in conjunction with 

the ISO standard for risk management systems ISO 31000:2018 
(ISO 31000:2018 , 2018), of which it is seen as an extension 
to a specific sector. Other standards (actually national regula-
tions or guidelines) are the EU AI Act (EU Commission, 2021), 
the UK Online Safety Bill (UK, 2023) and the US Algorithm 
Accountability (Mökander, 2022), the Italian White Paper on 
Artificial Intelligence (IT, 2020). Other standards have been de-
veloped or are being developed in other countries, for example 
in Brazil (Uechi et al., 2023).
All these standards have, as a common feature, the attempt to 
prevent the damage that an AI could potentially cause, either by 
acting at the development level and before use or during use. 
They all also try to take into account the fact that AIs evolve 
during use and that, therefore, their behaviour may change with 
the arrival of new training data, in a phenomenon very similar to 
that of regression in software releases. Many of these methods 
are beginning to become legislative requirements for the de-
velopment and deployment of AI systems, thus becoming real 
general policies that can be used to define certification schemes 
on the safety of AI systems. In addition, a process very similar 
to the one described in Section 5 above can be found in these 
standards. Precisely because of the immaturity of these systems, 
there is now a high risk of artificial intelligence products being 
placed on the market that may present unacceptable risks.

Conclusions
Standard risk analysis methodologies (e.g. ISO 31000) can be 
applied to artificial intelligence systems, but considering risk 
profiles that are in part extremely innovative and different from 
those typical of other systems. Given the ever-increasing per-
vasiveness of artificial intelligence in today's widely used sys-
tems, but also in systems of limited use but of high criticality, 
the need to define reliable risk analysis and mitigation meth-
odologies and to introduce mandatory legislative requirements 
for their application before the approval of artificial intelligence 
systems for use outside development laboratories becomes in-
creasingly urgent.
These legislative requirements are the responsibility of legisla-
tors who, given the current bureaucratic slowness in defining 
mandatory certification policies, may even have to impose a 
temporary suspension of the use of artificial intelligence in vari-
ous sectors, such as defence, mobility, medical applications and 
all those cases where there is a direct risk of damage to health, 
the environment or the economy of significant magnitude. The 
purpose of this suspension would be to allow the regulatory 
evolution path to be completed before allowing the use of AI 
applications in critical contexts. It is believed that ISO could be 
a good framework for technical standardisation, but it is sug-
gested that a specific task force for artificial intelligence be set 
up at a global level with the task of guiding the various na-
tions and the authority to select best practices, methodologies, 
guidelines and national policies, facilitating their sharing with 
other nations and supranational bodies, to pool the best results 
emerging at a local level.
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